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These slides contain examples of 
stereotypes and associations that 
could be offensive and triggering.



Everyday Uses of NLP
Writing suggestions

Machine translation

Toxicity detection



Do these applications have biases?



But what is “bias”?



Many Definitions of Bias
• Bias: unjust, unfair, or prejudicial treatment by model of people who face 

discrimination and marginalization

• Representation: stereotypes and under-representation (or over-

representation) of data or model outputs 
• Quality-of-service: subpar model performance for marginalized users

• Compute: lack of access to compute 
• Language: model only trained on languages from the Global North

• …


Many papers lack clear conceptualizations of bias! 

Blodgett, S.L., Barocas, S., Daumé, H., & Wallach, H. (2020). Language (Technology) is Power: A Critical Survey of "Bias" in NLP. ACL.

https://api.semanticscholar.org/CorpusID:218971825


Kai-Wei Chang (kwchang.net/talks/
sp.html)

Word Embeddings can be Dreadfully Sexist
Representation bias



Adversarial Triggers [EMNLP 2019]

Wallace, E., Feng, S., Kandpal, N., Gardner, M., & Singh, S. (2019). Universal Adversarial 
Triggers for Attacking and Analyzing NLP. EMNLP.

Representation bias 
Quality-of-service bias



Gender Bias in Coreference Resolution [EMNLP 2021]

Dev, S., Monajatipoor, M., Ovalle, A., Subramonian, A., Phillips, J.M., & Chang, K. (2021). Harms of 
Gender Exclusivity and Challenges in Non-Binary Representation in Language Technologies. ArXiv, abs/
2108.12084.

Quality-of-service bias



What are some sources of bias?

Barocas, S., & Selbst, A.D. (2016). Big Data's Disparate Impact. California Law Review, 104, 671.



Suresh, H., & Guttag, J.V. (2021). A Framework for Understanding Sources of Harm throughout the 
Machine Learning Life Cycle. Equity and Access in Algorithms, Mechanisms, and Optimization.

NLP models are socio-technical systems



Skewed Samples

Wikipedia text ~4.5 billion tokens


• he: 15 million

• she: 4.8 million 

• they: 4.9 million

• ze: 7.4 thousand

• xe: 4.5 thousand  

Dev, S., Monajatipoor, M., Ovalle, A., Subramonian, A., Phillips, J.M., & Chang, K. (2021). Harms of 
Gender Exclusivity and Challenges in Non-Binary Representation in Language Technologies. ArXiv, abs/
2108.12084.



Tainted Examples

Sap, M., Card, D., Gabriel, S., 
Choi, Y., & Smith, N.A. (2019). 
The Risk of Racial Bias in Hate 
Speech Detection. ACL.

https://www.reuters.com/article/us-
amazon-com-jobs-automation-

insight/amazon-scraps-secret-ai-
recruiting-tool-that-showed-bias-

against-women-idUSKCN1MK08G



Sample Size Disparities

Chen, J., Berlot-Attwell, I., Hossain, S., Wang, X., & Rudzicz, F. 
(2020). Exploring Text Specific and Blackbox Fairness Algorithms 
in Multimodal Clinical NLP. ArXiv, abs/2011.09625.

Wikipedia text ~4.5 billion tokens


• he: 15 million

• she: 4.8 million 

• they: 4.9 million

• ze: 7.4 thousand

• xe: 4.5 thousand  


Dev, S., Monajatipoor, M., Ovalle, A., Subramonian, A., 
Phillips, J.M., & Chang, K. (2021). Harms of Gender 
Exclusivity and Challenges in Non-Binary Representation in 
Language Technologies. ArXiv, abs/2108.12084.

BEWARE: 
predatory inclusion



Proxies

John ate [MASK] sandwich. They were hungry.

https://demo.allennlp.org/masked-lm



From Bias to Harms
Representational Harm Allocative Harm

• Stereotypes 
• Negative generalizations 
• Misrepresentation of distribution of 

different social groups

• Systemic discrimination 
• Unfair consequences 
• Unfair distribution of resources

Barocas et al; The Problem With Bias: Allocative Versus 
Representational Harms in Machine Learning; SIGCIS 2017

As language models become more 
prevalent in critical decision-making 
systems which impact people, their 
unfair encoding and amplification of 
biases can pose serious harms for 
already-marginalized communities.



Harms

Dev, S., Monajatipoor, M., 
Ovalle, A., Subramonian, 
A., Phillips, J.M., & Chang, 
K. (2021). Harms of 
Gender Exclusivity and 
Challenges in Non-Binary 
Representation in 
Language 
Technologies. ArXiv, abs/
2108.12084.



Bias Metrics and Evaluation

• Often based on contrasting sentence pairs

Dev, S., Li, T., Phillips, J.M., & Srikumar, V. (2020). On Measuring and Mitigating Biased Inferences of Word Embeddings. AAAI.

P: The doctor is driving. 
H: He is driving.

P: The doctor is driving. 
H: She is driving.



Pitfalls of Bias Evaluation

Blodgett, S., Lopez, G., 
Olteanu, A., Sim, R., & 
Wallach, H.M. (2021). 
Stereotyping Norwegian 
Salmon: An Inventory of 
Pitfalls in Fairness 
Benchmark Datasets. ACL.



Pitfalls of Bias Evaluation
•Anglo-centric

•e.g. gender bias evaluations focus on Western professions

•e.g. caste bias in Hindi

•Need culturally-aware bias measures

•Must co-design with those who languages and cultures are excluded 


•Focused on prestige forms of English


•False claims of external validity

•Need to go beyond (binary) gender!

•May cause further epistemic violence onto the marginalized by creating a 
veneer of fairness

Talat, Z., Névéol, A., Biderman, S., Clinciu, M., Dey, M., Longpre, S., ... & Van Der Wal, O. (2022, March). You Reap What You Sow: On the Challenges of Bias Evaluation Under Multilingual Settings.

Malik, V., Dev, S., Nishi, A., Peng, N., & Chang, K. (2021). Socially Aware Bias Measurements for Hindi Language Representations. ArXiv, abs/2110.07871.



Pitfalls of Bias Evaluation
•Identity measurement models are unreliable or problematic

•e.g. pronouns and names used to infer binary gender

•e.g. sexuality and disability often unobservable

•Assumes identities are known, measurable, discrete, immutable, and non-
intersecting


•Parity-based

•Doesn’t consider other forms of justice, e.g. distributive, representational, etc.

Talat, Z., Névéol, A., Biderman, S., Clinciu, M., Dey, M., Longpre, S., ... & Van Der Wal, O. (2022, March). 
You Reap What You Sow: On the Challenges of Bias Evaluation Under Multilingual Settings.



Improving Bias Evaluation through Documentation

Dev, S., Sheng, E., Zhao, J., Sun, J., Hou, Y., Sanseverino, M., Kim, J., Peng, N., & Chang, 
K. (2021). What do Bias Measures Measure? ArXiv, abs/2108.03362.

Motivation (Bias Measures) Creation Process Bias Metrics
• What is the definition of bias? 

How does this definition align 
with normative definitions of 
harm? 

• What language and culture (if 
any) is the bias and measure 
relevant in? 

• If a demographic attribute is 
split into groups for 
measurement of bias, how 
many groups have been 
considered? 

• …

• If the dataset is scraped, what 
are the primary sources/
domains? 

• What are the limitations 
associated with method of data 
curation? How generalizable is 
this dataset?  

• Does the dataset use some 
proxy attribute to represent 
different demographic groups 
that could potentially cause 
harm? 

• …

• Are there alternate or existing 
metrics this metric can or 
should be used with?  

• Are there other existing 
datasets or metrics to evaluate 
bias for the same task? 

• …



Bias Mitigation and Pitfalls Thereof

•Biases can be reduced and controlled, 
but not removed

•Bias mitigation must go hand-in-hand 
with real-world auditing

•Often post-hoc

•False claims of external validity

•Ignores historical and social context

•Cannot accommodate reparative 
interventions to remedy past inequity

Gonen, H., & Goldberg, Y. (2019). Lipstick on a Pig: Debiasing Methods Cover up Systematic Gender Biases in Word Embeddings But do not Remove Them. NAACL-HLT.

Cooper, A.F., Abrams, E., & Na, N. (2021). Emergent Unfairness in Algorithmic Fairness-Accuracy Trade-Off Research. Proceedings of the 2021 AAAI/ACM Conference on AI, Ethics, and Society.





Talat, Z., Névéol, A., Biderman, S., Clinciu, M., Dey, M., Longpre, S., ... & Van Der Wal, O. (2022, March). 
You Reap What You Sow: On the Challenges of Bias Evaluation Under Multilingual Settings.



Talat, Z., Névéol, A., Biderman, S., Clinciu, M., Dey, M., Longpre, S., ... & Van Der Wal, O. (2022, March). 
You Reap What You Sow: On the Challenges of Bias Evaluation Under Multilingual Settings.



Bias Mitigation != Ethical NLP

Algorithmic Refusal

Algorithmic Legibility

Accountability



Discussion/Thought Questions (if time)

•How can we better foresee the harms of language technologies?

•How can we make bias evaluation more culturally-inclusive? Aligned with 
downstream use cases?

•How can we make data collection and curation more inclusive? Ethical?



Further Reading
• Subramonian, A. (2021, June). Fairness and Bias Mitigation: A practical guide into the AllenNLP Fairness module (https://

guide.allennlp.org/fairness) 


• Talat, Z., Névéol, A., Biderman, S., Clinciu, M., Dey, M., Longpre, S., ... & Van Der Wal, O. (2022, March). You Reap What You Sow: 
On the Challenges of Bias Evaluation Under Multilingual Settings. (https://aclanthology.org/2022.bigscience-1.3.pdf)


• Linguistics 575: Societal Impacts of NLP (https://faculty.washington.edu/ebender/2021_575/) 


• Blodgett, S.L., Barocas, S., Daumé, H., & Wallach, H. (2020). Language (Technology) is Power: A Critical Survey of "Bias" in NLP. 
ACL.


• Chang, K.W., Ordonez, V., Mitchell, M., Prabhakaran, V (2019). Tutorial: Bias and Fairness in Natural Language Processing. EMNLP 
2019.


• Rathore, A., Dev, S., Phillips, J.M., Srikumar, V., Zheng, Y., Yeh, C., Wang, J., Zhang, W., & Wang, B. (2021). VERB: Visualizing and 
Interpreting Bias Mitigation Techniques for Word Representations. ArXiv, abs/2104.02797.


• Dev, S., Sheng, E., Zhao, J., Sun, J., Hou, Y., Sanseverino, M., Kim, J., Peng, N., & Chang, K. (2021). What do Bias Measures 
Measure? ArXiv, abs/2108.03362. 


• Dev, S., Monajatipoor, M., Ovalle, A., Subramonian, A., Phillips, J.M., & Chang, K. (2021). Harms of Gender Exclusivity and 
Challenges in Non-Binary Representation in Language Technologies. ArXiv, abs/2108.12084.

https://guide.allennlp.org/fairness
https://guide.allennlp.org/fairness
https://aclanthology.org/2022.bigscience-1.3.pdf
https://faculty.washington.edu/ebender/2021_575/


Thank you!
Questions?

Email: arjunsub@cs.ucla.edu

mailto:arjunsub@cs.ucla.edu

